Choose the Best Accelerated Technology

Distributed DL/ML Solutions for HPC
systems

Shailen Sobhee Y Al Engineer
15 June 2021

intel.

All information provided in this deck is subject to change without notice.
Contact your Intel representative to obtain the latest Intel product specifications and roadmaps.



Agenda

IAG Slntel Architecture, Graphics, and Software

ATypes of parallelism

ADistribution strategy for
AMachine Learning
A daal4py from oneDAL

ADeep Learning
A Horovod with oneCCL

Atorch-ccl example

Intel Confidential inteL



Types of parallelism

A SIMD: Single instruction multiple data
(Data Parallel)

A The same instruction is simultaneously
applied on multiple data items

A MIMD: Multiple instructions multiple data
(Task Parallel)
A Different instructions on different data

A SPMD Single program multiple data
(MPI Paralle) CPU CPU

A This is the message passing programming on
distributed systems

memory

CPU

memory

CPU
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Shared vs distributed memory system

m m m A Shared memory
A There is a unique address space shared
m between the processors

A All the processors can access the same

memory
A Distributed memory
A Each processor has its own local memory
network A Messages are exchanged between the

processors to communicate the data
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What Is high-performance computing (HPC)?

ALeveraging distributed compute resources to solve complex problems with

large datasets
A Terabytes to petabytes to zettabytes of data

A Results in minutes to hours instead of days or weeks

Compute

resources
Submit job to
the cluster )
manager I /
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Storage
resources

Cluster manager
runs workloads on
distributed

resources, such as
CPUs, FPGASs, GPUs
and disk drives all
interconnected via
network
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Domain decomposition method for HPC

A The domain decomposition is a technique for dividing a computational problem in several parts
(domains) allowing to solve a large problem on the available resources

A Partition the data, assign them to each resource and associate the computation

A Communication happens to eventually exchange intermediate results

A Aggregate the results from the different resources
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Distributing strategy for machine learning
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From Prototype to Production
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https://www.kaggle.com/pmarcelino/comprehensive -data-exploration -with -python
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Why distributed ML/DL (1/2)

A Most Machine Learning tasks assume the data can be easily
accessible, but:

A Data loading on a single machine can be a bottleneck in case of large amount
of data

A To run production applications large memory systems is required (data not
fitting in the local computer RAM)

A Traditional sequential algorithms are not suitable in case of distributed
memory system

A Time to solution is critical on highly competitive market.
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Why distributed ML/DL (2/2)

A Deep Learning training takes time:

A Computational complexity of DL training can be up to 100+ ExaFLOP(1
ExaFLOP=p 11 0p);

A Typical single node performance is up-to tens of TeraFLOPS(1 TF =p T
op/sec);

A Peak performance of most powerful HPC clusters is up-to tens of PetaFLOPS
(1 PF =p 1T op/sec).

A Time to solution is critical on highly competitive market.
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Intel® daaldpy

A daal4py makes your Machine Learning algorithms in Python lightning fast and
easy to use

A For scaling capabilities, daal4py also provides the ability to do distributed
machine learning using Intel® MPI library

A daal4dpy operates in SPMDstyle (Single Program Multiple Data), which means
your program is executed on several processes (e.g. similar to MPI)

AenH JIJH | h E&D T13 1] i rmbddeiowork gl nbcessaryg G
communication and synchronization happens under the hood of daaldpy

A It is possible to use daal4py and mpi4py in the same program
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Scaling Machine Learning Beyond a Single Node

| | *
‘ Powers scikit-learn*

Intel® oneAPI Data Analytics Library Intel®

(oneDAL) Powered by Intel® oneDAL

MPI
Intel® oneAPI Math

Kernel Library
(oneMKL)

Intel® Threading _
Building Blocks (TBB) | Library

Scalable to multiple nodes

Monkey-patch any scikit-learn* on the
command -line

> python - m daald4py <your  -scikit -learn - script>

Import daaldpy.sklearn
daal4py.sklearn.patch_sklearn()

https://intelpython.qgithub.io/daal4py/sklearn.htmi#
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https://intelpython.github.io/daal4py/sklearn.html

oneAPI| Data Analytics Library (oneDAL)

PCA
Kmeans

LinearRegression KNeighborsClassifier

~id o * it * .
Rge SC|k|_t Learn Scikit Lear_n R o domForestClassifier
pairwise_distances Equivalents Compatible RandomForestRegressor

Logistic_regression_path

Use directly for

daaldpy

AScaling to multiple nodes

A Streaming data

ANon-homogeneous
dataframes oneDAL
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Processing Modes

Batch
Processing

'Dk-:I—JDk;i 'Dl.'—> ‘ _.L' "

Append

R=F(Z X3

d4p.kmeans_init(10, method=" plusPlusDense
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Distributed
Processing
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\[a iy
R= F(E{ RX

d4p.kmeans_init(10, method="
di stributedfF0oTrueod
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plusPlusDense 0 ,

Online
Processing

|+1 = T(SI’ |)

|:\)'+1 = F(Sl)

d4p.kmeans_init(10, method="
streaming=)0Truebd

plusPlusDense 0 ,
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Speedup of oneDAL-Powered Scikit-learn* over Original Scikit-learn

K-means fit 14 x 20, k=1000
K-means predicy, 1M x 20, k=1000 W 3.6
PCA fit, 1Mx 50 W 4.0
PCA transform, 1M x50 I 7.2
Randarm Forest Tt higgsim I .
Random Forest predict, higesim N 5.
Ridpe Reg fit 10M x 20 I -
Linear Reg it 2M £ 100 I 1.2
LASSO fit, SM x 45 I -
SVC it dicnn I -o.o
SVC predict ijcnn (I o
SVCfit, mnist I 4
SVC predicT, nnris I, © 1.0
DESCAM fit, B00K x 50 I 173
train_test_split, 5Mx 20 I 5.4
kMM predicy, 100K x 20, class=2, k=5 I, 1214
kNM predict, 20K x 50, class=2, k=5 I 1 1 3.5

fake 200 100.0 150.0 2000 250.0
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Perfarmance results are based on besting as of dates shown in configuratons and may not reflect all publicly avmilable vpdates. See configuration discosure for details. Mo product or compenent can be absolutely seoume

Your costs and results may vany. Intel technologiss may regare enabled hardware, softerans, or service actemation

Softeare and workloads used in performance tests may have been optmized for performance anly an intel mcroprocessors. Performance tests, such as 8¥Smark and Mabile®ark, are measured usng specific computer systems, components, softvwarne
aperaliont and luncliond, Ary Chnpe 10 &0y & thede FRCIOM My SaUEE The redulls to vary. Yoau should comidlt other information and parfarmence teEtE 10 &8 yau im Tully eaallating your contemplated purchaies, scludng the parfarmance of thal produs

vabven combinad with ather praducs. For rare campbete information viait weesinkelcomitsenchmns

Canfiguration: Testing by Intel as of 10/23/2020. Intel® anesAP| Date Aralytics Libeary 20217 {areDAL), Seikif-learn $.23.7, intel® Ditrbution for Pythan 3.8, IntellR] XeanR) Platinuen STBOLCHMU & 2 70GHz, 2 ssckets, 28 cores per sackel, 100 samples, 10
femtures, 103 clusters, 100 terations, floatl2.
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oneDAL K-Means Fit, Cores Scaling

(10M samples, 10 features, 100 clusters, 100 iterations, float32)
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Performance varies by use, configuration, and other factors. Learn more atwww.intel.com/Performancelndex.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See configuration disclosure for details. No product or component can be absolutely secure.

Your costs and results may vary.Intel technologies may require enabled hardware, software, or service activation.
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such asSYSmarkand MobileMark, are measured using specific computer systems, components, software,
operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that

product when combined with other products. For more complete information visit www.intel.com/benchmarks.
Configuration: Testing by Intel as of 10/23/2020. Intel® oneAPI Data Analytics Library 2021.1 (oneDAL); Intel® Xeon® Platinud280LCPU @ 2.70GHz, 2 sockets, 28 cores per socket, 10M samples, 10 features, 100 clusters, 100 iterations, float32.
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http://www.intel.com/PerformanceIndex
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Intel(R) Xeon(R) Gold 6148 CPU @
2.40GHz, EIST/Turbo on

Hardware 2 sockets, 20 Cores per socket
192 GB RAM

| [ ]
StrOI I & Weak Scal I I l Vla daa|4 16 nodes connected with Infiniband
Operating Oracle Linux Server release 7.4
System
Data Type double

daaldpy Linear Regression Distributed Scalability

Hard Scaling: Fixed input: 36M observations, 256 features

14
Weak Scaling: 36M observations and 256 features per node
1.2
1
E 0,8
E
E 06
0,4
02 I
. . i -
1 2 4 8 16 32
Number of nodes (with 40 cores on 2 sockets each)
m Batch Mode (single node base-line) m Hard Scaling, 2 processes per node Weak Scaling; 2 processes per node
On a 32-node cluster (1280 cores) daal4py computed linear On a 32-node cluster (1280 cores) daal4py computed K -
regression of 2.15 TB of data in 1.18 seconds and 68.66 GB Means (10 clusters) of 1.12 TB of data in 107.4 seconds and
of data in less than 48 milliseconds. 35.76 GB of data in 4.8 seconds.
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