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ÁTypes of parallelism

ÁDistribution strategy for

ÅMachine Learning 

Ådaal4py from oneDAL

ÅDeep Learning

ÅHorovod with oneCCL

Åtorch-ccl example

Agenda
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Types of parallelism

ÅSIMD: Single instruction multiple data 
(Data Parallel)

Å The same instruction is simultaneously 
applied on multiple data items 

ÅMIMD: Multiple instructions multiple data 
(Task Parallel)

Å Different instructions on different data

ÅSPMD: Single program multiple data                      
(MPI Parallel)

Å This is the message passing programming on 
distributed systems

CPU

memory

CPU

memory

CPU

memory

CPU

memory

CPU

memory

CPU

memory



Intel Confidential 4Intel Architecture, Graphics, and SoftwareIAGS

Shared vs distributed memory system

ÅShared memory

ÅThere is a unique address space shared 
between the processors

ÅAll the processors can access the same 
memory

ÅDistributed memory

ÅEach processor has its own local memory

ÅMessages are exchanged between the 
processors to communicate the data
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What is high-performance computing (HPC)?

ÁLeveraging distributed compute resources to solve complex problems with 
large datasets

Á Terabytes to petabytes to zettabytes of data

Á Results in minutes to hours instead of days or weeks

Submit job to 
the cluster 
manager

Get the result 
back to analyze Management 

services

Compute 
resources

Storage 
resources

Cluster manager 
runs workloads on 
distributed 
resources, such as 
CPUs, FPGAs, GPUs 
and disk drives all 
interconnected via 
network
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Domain decomposition method for HPC

ÁThe domain decomposition is a technique for dividing a computational problem in several parts 
(domains) allowing to solve a large problem on the available resources

Á Partition the data, assign them to each resource and associate the computation

Á Communication happens to eventually exchange intermediate results

Á Aggregate the results from the different resources
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Distributing strategy for machine learning
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https://www.kaggle.com/pmarcelino/comprehensive -data-exploration -with -python

PERFORMANCE

From Prototype to Production
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Why distributed ML/DL (1/2)

ÅMost Machine Learning tasks assume the data can be easily 
accessible, but:

ÅData loading on a single machine can be a bottleneck in case of large amount 
of data

ÅTo run production applications large memory systems is required (data not 
fitting in the local computer RAM)

ÅTraditional sequential algorithms are not suitable in case of distributed 
memory system

ÅTime to solution is critical on highly competitive market.
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Why distributed ML/DL (2/2)

ÅDeep Learning training takes time:

ÅComputational complexity of DL training can be up to 100+ ExaFLOP(1 
ExaFLOP=ρπ op);

ÅTypical single node performance is up-to tens of TeraFLOPS(1 TF = ρπ
op/sec);

ÅPeak performance of most powerful HPC clusters is up-to tens of PetaFLOPS
(1 PF = ρπ op/sec).

ÅTime to solution is critical on highly competitive market.
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Intel® daal4py

Ådaal4py makes your Machine Learning algorithms in Python lightning fast and 
easy to use

ÅFor scaling capabilities, daal4py also provides the ability to do distributed 
machine learning using Intel® MPI library

Ådaal4py operates in SPMDstyle (Single Program Multiple Data), which means 
your program is executed on several processes (e.g. similar to MPI) 

ÅęħĤ ĴĲĤ Įĥ ĒĕĎ ĨĲ ĭĮĳ ıĤİĴĨıĤģ ĥĮı ģĠĠī>įĸœĲ ĘĕĒĉ-mode to work, all necessary 
communication and synchronization happens under the hood of daal4py

Å It is possible to use daal4py and mpi4py in the same program
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Scaling Machine Learning Beyond a Single Node

12

scikit-learn* daal4py
Simple Python* API

Powers scikit-learn*

Powered by Intel® oneDALIntel®

MPI

Library
Scalable to multiple nodes

Intel® oneAPI Data Analytics Library 
(oneDAL) 

Intel® oneAPI Math 
Kernel Library 

(oneMKL)

Intel® Threading 
Building Blocks (TBB)

> python - m daal4py <your - scikit - learn - script> Monkey-patch any scikit-learn* on the    
command -line

import daal4py.sklearn
daal4py.sklearn.patch_sklearn()

Monkey-patch any scikit -learn* programmatically

https://intelpython.github.io/daal4py/sklearn.html#

https://intelpython.github.io/daal4py/sklearn.html
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oneAPI Data Analytics Library (oneDAL)

13

oneDAL

daal4py

Scikit-Learn* 
Equivalents

Scikit-Learn* API
Compatible

Use directly for

ÅScaling to multiple nodes

ÅStreaming data

ÅNon-homogeneous 
dataframes

USE_DAAL4PY_SKLEARN=YES

PCA
Kmeans
LinearRegression
Ridge
SVC
pairwise_distances
Logistic_regression_path

KNeighborsClassifier
RandomForestClassifier
RandomForestRegressor
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Processing Modes

15

Distributed 
Processing

Online 
Processing

D1

D2

D3

R = F(R1ΣΧΣRk)

Si+1 = T(Si,Di)

Ri+1 = F(Si+1)

R1

Rk

D1

D2

Dk

R2 R

Si,Ri

Batch 
Processing

D1Dk-1Dk
Χ

Append

R = F(D1ΣΧΣDk)

d4p.kmeans_init(10, method=" plusPlusDense ") d4p.kmeans_init(10, method=" plusPlusDense ò, 
distributed=òTrueó)

d4p.kmeans_init(10, method=" plusPlusDense ò, 
streaming=òTrueó)
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oneDAL K-Means Fit, Cores Scaling
(10M samples, 10 features, 100 clusters, 100 iterations, float32)

Performance varies by use, configuration, and other factors. Learn more at www.intel.com/PerformanceIndex. 
Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates.See configuration disclosure for details. No product or component can be absolutely secure.
Your costs and results may vary.Intel technologies may require enabled hardware, software, or service activation. 
Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmarkand MobileMark, are measured using specific computer systems, components, software, 
operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that 
product when combined with other products. For more complete information visit www.intel.com/benchmarks. 
Configuration: Testing by Intel as of 10/23/2020. Intel® oneAPI Data Analytics Library 2021.1 (oneDAL); Intel® Xeon® Platinum8280LCPU @ 2.70GHz, 2 sockets, 28 cores per socket, 10M samples, 10 features, 100 clusters, 100 iterations, float32.
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Hardware

Intel(R) Xeon(R) Gold 6148 CPU @ 
2.40GHz, EIST/Turbo on

2 sockets, 20 Cores per socket

192 GB RAM

16 nodes connected with Infiniband

Operating 
System

Oracle Linux Server release 7.4

Data Type double

On a 32-node cluster (1280 cores) daal4py computed K -
Means (10 clusters) of 1.12 TB of data in 107.4 seconds and 
35.76 GB of data in 4.8 seconds.

On a 32-node cluster (1280 cores) daal4py computed linear 
regression of 2.15 TB of data in 1.18 seconds and 68.66 GB 
of data in less than 48 milliseconds.

Strong & Weak Scaling via daal4py


